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I. INTRODUCTION

This report examines some of the long term trends in the economics
of satellite communications networks and how these trends are reflected
in the architecture of these networks. These -rends are examined using
data obtained from thE INTELSAT series of commercial communications sat-
ellites, since this data provides the clearest indication of satellite
cost trends. The effect of satellite system developments on the special
requirements of military satellite networks, is also indicated.

Even a casual observer of the communications satellite scene must be
aware of the decrease in cost of satellite communications since the first
commercial satellite system was placed in orbit in April 1965. The data
herein quantifies this general impression and indicates what might be
expected in the future. But before providing this data, it is emphasized
that it would be a mistake to conclude f--om the data merely that the cost
of satellite earth stations will decrease, that the number of such statiom
will greatly increase, and that the total cost of satellite communication;
will decrease. All of these things are likely but the mistake would be t('
infer from these changes that satellite communications networks of the
future will be more numerous and lower cost reflections of the networks of
today. The main poin-' of this report is that the expected continuation
of economic trends of the past 10 years offersopportunities for nev, forms
of satellite system architectures, providing both lower cost and riore
flexible communications than exists today. Specifically, this report
proposes the consideration of a system architecture that utilizes satellites
in a "broadcast," as o Dposed to a point-to-point, mode. Clearly, before
this or any other approach is selected, a broad analysis and cost tradeoff
study will be needed encompassing the consideration of many factors beyond
the scope of this paper; for example:

a. further defiritization of future costs for satellites, earth term-
inals, etc., related to technology advances and/or eco'iomy of scale factors,

b. reunnition of corresponding cost projections for terrestrial
communications,

c. consideration of a host of additional issues and problems such
as frequency an6 orbit position assignments, system vulnerability and
reliability, and the L0volopment of suitable control and access techniques

For these reascns, the scope of this paper mi st be considered as being
soniewhat limited. However, it does represent one step towards the ultimate
collection and evaluation of all the issueF.

At the present time, satellite links a e used almost exclusively as
replacements for conventional point-to-paint ground links in communications



networks. In a network composed of point-to-point links connecting a large
number of nodes, or message centers, it is not economic to connect every
node to every other node. Therefore, it is usually necessary to roote
messages through a sequence of nodes, or switching centers, to trans.nit
information between two nodes. This requirement for routing messages between
nodes and for establishing large and often costly switching centers is a
direct consequence of the use of point-to-point channels. Furthermore, the
use of point-to-point channels in a military situation has certain significant
disadvantages related to their inherent inflexibility and the requirement
that each node rely on the integrity of adjacent nodes for the reception
of its messages.

The natr:.a; structure of satellite communications links does not
require the establishment of point-to-point communications channels in
the traditional sense. A more natural form for satellite communications
resources is a broadcast structure, allowing each network node to communicate
directly with every ocher network ncde. The communications architecture
which best matches the broadcast structure of the satellite communications
channel is therefore one which starts from the premise that communications
can proceed fum many transmitters to many receivers in a communicat2ons
environment analogous to that of a multi-person conference. Two immediate
consequences of such an observation are that broadcast satellites irovide
convenient structures for teleconferencing and for mobile communications.

Since thi, report is concerned with the broadcast capabilities of
communications satellites, it does not deal with satellite switching. For
in a broadcast network, switching centers in orbit are as unnecessary as
switching centers on the earth. it is noted, however, that it may be
possible to design more advanced systems which use both onboard switching
and broadcasting for special purposes, e.g., frequency re-use.
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II. TRENDS

i. SATELLITE PARAMETERS

Table I gives some physical characteristics of the INTELSAT series of
satellites and illustrates the rate of progress in the development of such
systea.s. These satellites changes show the pace of communications satellite
development during the past decade. The increase in the satellite effectivw

TaLle I. Physical Characteristics of Intelsat Satellites [1]

Effective
Primary Band- DC Radiated Number of
Usage Diameter Height Weight width Power Power Telepione

INTELSAT Years Lcm) c (kg) (MHz) (watts) (watts) Circuits

i 1965-67 72 60 39 50 33 20 240
II 1967-68 143 68 86 130 75 35 240
III 1968-71 143 105 151 225 125 300 1200
IV 1971-78 240 532 721 432 00 2400 6000

radiated power is particularly significant in terms of its effect on satellite
earth stations. Since INTELSAT I, almost all of the more than 110 earth
stations used in the INTELSAT system have included a 30-meter diameter
antenna, sophisticated tracking and control equipment to point this large
antenna, and extremely sensitive cooled receivers to detect the weak signal
from the satellite. While such ambitious earth stations may have been
desirable for use with INTFLSAT's I, II, and III, they seem overdesigned for

use with INTELSAT IV, with an effective radiated power 120 times that of
INTELSAT I.

Perhaps because the satellites are figuratively the most visible part
of a satellite communications system, the cost of the satellites are often
though to be the dominant cost in the total system. In fact, the total cost
of satellite communications is composed of three separate components -- and
in the present generation of satellites the cost of the satellite itself is
rapidly becoming the sralkst of t,.ese components. The three components of
the total cost are the satellite cost, the earth station cost (including
multiplexing equipment), and the cost of distribution prom the earth station
to the user.

2. SA1ELLITE COSTS

Cost estimates for the space seqment of a single ' 11 duplex voice
channel in the INTELSAT series of satellites have beer, provided by Roberts
[2] and are shown in Table II. Comparable costs for the Anik and the Westar
satellites are about $300 per voice circuit per year.
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ITable II. INTELSAT Cost Estimates [21

Primary Number of Cost Per
Usage Voice Lifetime Total Cost Voice Circuit

INTELSAT Year Circuits (years) (Million $) Per Year $
I 1965-67 240 1.5 8.2 22,800

II 1967-68 240 3 8.1 11,300
!II 1968-71 1200 5 10.5 1,800
IV 1971-78 6000 7 26.0 600

The voice circuits referred to in Tables I and II are digital voice
circuits with a bit rate of 56 kb/c, If the use of digital voice compression
equipment is taken into account tY-aducing the data rate of a voice signal
to 16 kb/s or even 2.4 kb/s), the number of available channels increases by
a factor of from 3 to 20 and the cost per voice channel decreases correspondingly.

3. EARTH STATION COSTS

The cost of an earth station for a satellite communications system is
more difficult to determine than the cost of the satellite. In analyzing
the cost of an earth station it is necessary to specify the communications
capabilities desired of the station. For example, almost all the first
stations built for the INTELSAT system were capable of transmitting and
receiving color television signals thile simultaneously handling voice and

data traffic. Furthermore, thiy were designed to have this capability with
satellites transmitting considerably less power than the current generation
of satellites. These earth stations typically cons 4st of a 30-meter antenna,
cryogenically cooled receivers, and tracking capabilities of questionable
utility. The costs of such an installation have been in the range of
$3,000,000 to $5,000,000. The costs for smaller and simpler earth stations
used in the Canadiar and U.S. domestic systems have been from $,.00,000
to $2,000,000 for full television and voice--data capabilities. If we con-
sider earth stations with only data communications capabilities, then even
simpler, less costly installations are possible [3]. Earth stations have
been installed by U.S. domestic satellite carriers for specialized military
data applications at megabit data rates ranging in cost from $100,000 to
$400,000 per station, and future stations at even lower costs are projected.

Some of the factors that contribute to the lower cost earth stations
includp smaller diameter antennas, urcooled low noise receivers, low power
transnoittrrs, and simplified communications hardware requirements. In many
instances, forward-acting error correction tochniques can be added to the
system at little ,idditional cost to provide siqnific;nt improvement in
performance [4,5j.

Another factor which significantly impacts earth station costs is
equipment redund'ncy. Redundancy implies tiat additional components are pro-
vided for backup in the event of failure of online components. User
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reliability requirements will determine the need for redundancy. For
example, assuming unmanned earth station operation, the expected reliability
of a nonredundant earth station is 99.4% versus 99.9% for a redundant
system. However, the cost of adding redundant components can amount ti a
significant portion of the total earth station cost; as much as 40% cf the
total cost of a simple single data link earth station. Thus, for a given
expenditure level, a higher level of overall network reliability may be
achieved by designing a network with a larger number of nonredundant earth
stations. This subject is discussed further in Section III. 5, dealing
with network survivability.

4. GROUND DISTRIBUTION COSTS

Common user earth stations can require extensive ground distribution
circuits to connect with the user. This is particularly undesirable to
the data user since it can add signficantly to the overall service cost
and degrada the overall quality of service. For many small data terminal
users, however, it is possible to collocate the earth station at the user's
premises, thus reducing the ground interconnect costs to zero and ensuring
a high grade of end-to-end performance. Amprican Satellite Corporation ha,
recently installed a "dedicated user" data network for DoD where all earth
stations are collocated at the user's premises and the overall bil error
probablity is nominally less than 10- for 1.344 Mb/s data service [6].

5



III. SYSTEM ARCHITECTURE

1. TRANSITIONAL PHASE

The short range consequences of the trends outlined in the previous
section are fairly obvious. As the cost of satellite communications systems
dccrease, these systems will be used more ind more extensively, first, in
situations where no ground alternative is feasible (e.g., emergency
communications in areas without ground facilities), and then in situations
where ground alternatives are expensive (e.g., long distance, high traffic
rate routes). As satellite communications links are first introduced into
a network, they can be viewed simply as replacements for conventional point-
to-point ground links. With the introduction of additional satellite
links, however, the question of network connectivity starts to assume an
importance unique to information networks with satellite links.

2. THE CONNECTIVITY PROBLEM

Consider the transmission of information in a network from A to B to C
as shoWn in Figure la. If the grourd links of the network are simply replaced
by satellite links, as indicated in Figure ib, then transmissions from A to
C traverse a two-hop satellite path. Since each round trip satellite hop
introduces a quarter second delay, the two-hop delay results in a half
second time delay for a one-way trip frc:n A to C. Such a delay will be
perceptible for speech signals -,id will degrade the responsiveness of inter-
active information networks using multiple-hop satellite links. Of course,
as the number of satellite hops increases beyond two, the problem of sat-
ellite delay becomes more serious. It should be pointed out, however, that
a message switching data network employing multiple satellite hops might
function successfully even in the presence of several seconds of satellite
delay.

Another aspect of informaticn networks formed by replacing ground
links with satellite links may be illustrated with Figure 1. If a single
satellite is used to transmit signals from A to C by means of a two-hop
path involving B, the transmission from A to C through B requires twice
as much satellite channel capacity as direc. trdnsmission from A to C.
Again, as in the case of delay, this problem become more serious as the
number of satellite hops increases.

If there are n earth stations which connect to a given satellite, the
minimum number of point-to-point channels required so that every station is
in one-hop contact with every other station (complete connectivity) is

Sn) .Ln-1 )62-
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Figure la. Ground Network
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Figure lb. Satellite Network
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For example, the approximately 60 earth stations in the INTELSAT system which
use the Atlantic satellite would require about 1800 point-to-point channels
for complete connectivity. This would provide fo;' only a single channel
between each pair of stations.

.n contrast to a ground based information network then, the problem of
connectivity in a satellite network should not be solved by providing a
sequence of switching nodes and roiuting messages through a large network
by a sequence of hops from one node to the next. But this criterion for
the use of satellite links has a potential benefit which makes the solution
of the satellite connectivity problem an attractive objective for the network
designer. If an architectural structure for the satellite network can be
designed which achieves complete connectivity of earth stations, then the
necessity for large switches to route traffic from node to node will have
been eliminated.

3. BROADCAST CHANNELS

In order to understand how to solve the connectivity problem in sat-
ellites it is helpful to examine the differences between the satellite
communications medium and the ground based channel. A satellite communications
chani,l has a broadcast nature which allows it to receive and to transmit
information from dnd to any earth station in its radiated pattern. Thus
the connectivity desired in a satellite-linked information network already
exists because of the nature of the satellite channel itself. A system
architeccu-e which forces the broadcast satellite channel to conform to
the mold of point-to-point ground channels wiil lead to the appearance of a
connectivity problem which should not exist.

The fact that a satellite channel is theoretically capable of providing
a completely connected network does not guarantee that this kind of connec-
tivity will Le achieved in practice. But the practice of viewi-g the
satellite channel in conventional grouni terms will guaruntee that such
connectivity is impractical for large networks. What is needed, then, is
a satellite system architecture which views the satellite channel as a
satellite channel -- i.e., an architecture which does not unnecessarily
impose point-to-point restrictions on a broadcast medium. One such system
architecture is explained in Section IV.

4. SYSTEM TRADEOFFS

The improvements noted in satellite radiated power in the INTELSAT
series of satellites allows the use of less costly earth statioas. For
example, there is about a 10 dB improvement in E.I.R.P. between the INTELSAT
IV global beam and the spot beam of INTELSAT I; and another 10 dB between
the spot beam of INTELSAT iV and the global beam of INTELSAT IV. Thus, all
other factors being equal, The 30-meter dish used with INTELSAT I would be
equivalent in performance to a 3-meter dish used with the spot beam of
INTELSAT IV. In p-actice, however, the cost uf +-e earth station is decrease'
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by a number of factors, not just by decreasing the earth station antenna diameter.

The continuing decrease in earth station cost leads to a steady dL-
crease in the distance at which the cost of a satellite channel equals the
cost of a ground channel. But as this crossover distance becomes shorter
and shorter, another cost factor enters which encourages the use of even larqgr
numbers of small earth stations. A considerable fraction of the overall cos'.
of a satellite or land based information network is accounted for by the
land dist)lbution costs -- the costs associated with connecting a user to a
network port at a switching node or satellite earth station. As the nodes or
earth stations become more numerous, the average distance from a user to a
network port decreases, encouraging the use of even more small nodes in the
network [6]. For ground networks, this factor is counterbalanced by the
switching and routing complexities inevitable in a partially connected net-
work with a large number of nodes. In fact, for ground networks, as the
number of nodes is increased, the switching becomes more complex and the traffic
handled by each node decreases, not by the reciprocal of the number of nod-,
but only as the reciproca'I of the square root of the number of nodes, since
each node must handle traffic destined for other nodes as well as its own
traffic. For satellite networks operated in a broadzast mode, on the
other hand, the network is completely connected. Routing from one earth
station to another is never required and, as the number of earth stations i'

increased, the traffic handled by each node decreases as the reciprocal of
the number of nodes.

5. SYSTEM RELIABILITY

As for ground distribution costs, there are large qualitative different.es
between the rel" ility factors in ground networks and satellite networks.
The fact that a ,-.smission path in a ground data network ordinarily passes
through several switching points leads to higher values of bit error
probability for such networks. Therefore, the number of nodes in a ground
network increases, the error probability may also increase. For satellite
data networks, however, the introduction of additional earth stations will
ordinarily have no effect on the error probability of other earth stations
in the network.

If a node in a ground data network goes out of service, the effect on
the total capacity of the network need not be great if there is sufficient
connectivity within the network. A certain amount of rerouting of data
traffic destined for other nodes is required, but this is ordinarily not
a major problem. For satellite data networks, the elimination uf a single
node need only affect the traffic meant for that node, and it each ground of
user is clustered about a single node, collocation of the users with their
earth station means that the communications is as survivatle as the users.
If users are not clustered about a single earth station i.0 a network of
small earth stations, it may be desirable to provide multiple connectivity
for reliability as is ordinarily done for partially connected point-to-
point ground links today.
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Satellite data networks with a small number of large earth statiotis
are subject to a number of vulnerability limitations common to any network
where a large amount of traffic is concentrated at a small number of ndes.
Thus a satellite network with, say, five earth stations used as concentration
points for long haul communications is obviouslyvulnerable to hostilE
action at those five points. Approximately the same vulnerability would be
exhibited by a CONUS ground n-twork with five cross continent high capacity
lines linking node concentration areas on the east and west coasts. But the
earth stations are each vulnerable at a single point, while the cross
continent point-to-point terrestrial lines could each be cut by hostile
action taken at any point on the lines. The use of a lirge number of
moderate1v sized earth stations can eliminate the concentration of a large
amount of the data to only a few points in a network.

Perhaps the most striking case of a difference in the reliability
characteristics between a cable network and a satellite network for military
applications occurs in international networks. Because international point-
to-point terrestrial channels must enter a country at fixed locations
(usi!ally a simall number of such locations) and because international traffic
using point-to- point channels is often o-ited through third ceantries, such
traffic is subject to interruption because of changing political factors. In
addition, even when such traffic is not interrupted, the fact that facilities
controlled by a third country are required places the user at a political
disadvantage. Satellite networks do not exhibit such pronerties. Since the
satellite network is completely connected, routing tirugh a third country
can be eliminated and the network may be easily reconfigured to account for
changing political as well as military requirements.

In addition to questions of vulnerability, there are basic reliability
questions dealing with the compay;son of ground networks and satellite net-
works with large numbers of earth stations. The basic point is made quite
clearly in [7]: "In satellite communications, a single hop connection which
involves two links in cascade can serve earth stations separated by great
circle distances up to 17,000 km. A double hop connection with four cascaded
links and two satellites is required for greater distances. These small
numbers of links, compar,,' to the hundreds required in land-based, line-of-
sight communications systems, lead to high operational reliability provided
that adquate care is given to the elements of the system."

Perhops the most telling point dealing with the relative reliability
of satellite channels and submarine cable channels is the fact that in
1974, "temporary service via satellite for submarine cable restoration
comprised 24,926 half-circuit days" [7].

One of the methods by which earth station reliability has been main-
tained at levels of .9986 and above [7] is the use of redundant systemIs in
earth stations. For the situation where there are only a small number of
eartn stations, or for earth stations which handle a significant fraction
of the total system traffic, such redvdbnc,, makes sense. However, a3 pointed
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out in the discussion of eaich station cost, the use of redundanc#'.ea,§S
stations can amount to as ih as 40% of the toal equipment cost ith
stations. Thus, in satel* te information networks with large numrW-
earth stations, it is often desirable to increase overall system " , ility
by using a larger numoer of nonredundant earth stations. It sho' lso be
pointed out that the general survivabtlity of the system in th- -e of
hostile action is increased by employing additional stations.

The above discussion on survivability and reliability has ctntered on
the earth station rather than on the satellite. ;his : because our
primary concern here is the question of the number of such stations to use
in a satellite information network. The vulnerability and reliLility of
the satellite then is not a factor in our attempt to analyze this question.
Nevertheless, we should point out that satellite recundancy, alternativ2
communications media, and perhaps satellite protection must be considered
in :ny military satellite communications necwork.

I



IV. A PACKET BROADCASTING ARCHITECTURE

1. NETWORK OPTMIZATION

Section III iealt with the general characteristics of a data communications
network using large numbers of small earth stations in a broadcast mode.
This section describes a specific data communications architecture which
uses the broadcast property of satellite channels to provide a completely
connected information network. The form of communications architecture
described is called packet broadcasting [8], and is but one of a number of
possible choices [9, 10, 11, 12, 13, 14J for a satellite data network using
large number of small earth stations in a broadcast mode. The point of this
section, then is not that the packet broadcasting system treated here is
optimum in any sense, but that at !Zast one system can be designed which is
suitable for operation among many small earth stations operating in a
broadcast mode. This is important in iight of the discussion of the connectivity
problem in the previous section which showed the limitations of operating
satellite channels as if they were point-to-point channels in systems with
many earth stations.

It should also be noted that the particular packet broadcasting system
described is subject to a number of modifications and embellishments
[10, 11, 12], and is capebi lo of being combined with other techniques based
on more traditional switching concepts [13] in order to provide a phased
transition from existing systems.

In order to choose among the many system design possibilities for
such a network, it is necessary to analyze the various systems in terms
of the existing channel traffic statistics and to compute the key parameters
of an information network. Such parameters, for example, as average through-
put, peak capacity, average delay, and maximum delay are often used to
choose among different systems and to optimize key system parameters once a
general network architecture has been selected. An analysis including such
parameters is certainly a desirable input to the network evaluation process.
To the extent that it is sensitive to existing traffic statistics, however,
the ana!ysi3 should be treated with some caution.

There are two reasons for such caution. First, the successful operation
of an information network should not depend too strongly on any given set
of traffic statistics; this network property is analagous to a property of
statistical procedures, called "robustness." Simply stated, a robilst net-
work will operatc satisfactorily over a wide ranga of statistical Lraffic
fluctuations in addition to the average traffic used in its design. Such
operation is necessary, of course, because the channel traffic statistics
do vary from day-to-day and year-to-year; the requirements of real networks
do change with changing operational requirements; and crisis situations can

12



arise ,qhere c,.annel measurements statistics, taken during a noncrisis inter-
val, are meaningless.

The second reason for caution in using existing channel traffic
statistics to "optimize" an information network is that the nature of a ne -
work -an and should influence the channel traffic qtatistics. In fact, the
interaction of network design and network traffic measurement can be viewed
as an iterative process, where the naturc of the network affects the kind
of usage in the network, and the kind of operational usage observed in
the network affects the network design. In other words, network traffic
statistics measuye only the situation here and now and not the desired
situation, except for the case of a network which tully satisfies all its
users in terms of the quality and cost of service.

2. PACKEI BROADCASTING

Packet broadcasting information networks come in a variety of forms.
Since the key departure of such networks is the broadcasting feature em-
ployed for data communications, most of these networks employ radio channels,
although one organization has considered the use of packet broadcasting
techniques on a cable television channel [14]. Most packet broadcasting
networks and packet byoadcasting experiments to date have involved ground-
based systems. These include the ALOHANET at the University of Hawaii [15].
the PRPA packet radio experiment [16, 17, 18, 19, 20, 21]; an experimental
system now under construction at the Korean Institute of Science and Technolcnv,
Seoul; and a demonstration system for developing countries at the UNDP
International Computer Education Centre, Budapest.

The use of the packet broadcasting technique on a satellite channel
was demonstrated for the first time in 1973 in a NASA experiment involving
the ALOHA system at the University of Hawaii, the University of Alaska, and
the NASA Ames Research Center in California. A two-year satellite packet
broadcasting experiment using large INTELSAT earth stations and the Atlantic
Ocean INTELSAT IV satellite began in September 1975 [251.

Various satellite packet broadcasting techniques all employ variants
of what is now called an ALOHA channel. Consider a number of earth stations,
each wanting to transmit data packets over the same high speed communications
channel. Assume that the rate at which the stations generate packets is
such that the average time between packets from a single station is much
greater than the time needed to transmit a single packet.

Conver.ional time or frequency multiplexing methods, or some kind of
polling scheme, could be employed to share the single channel among the
users. Some of the disadvantages of these method ar2 discussed by Carleial
and Hellman [22] and by Roberts [11i. The method used in an ALOHA channel
is suggested by the statistical characteristics of the packets generated at
the earth stations. Since aach station will generate packets infrequently.
and each packet can be transmitted in a time interval much less than the
average time between packets, the following scheme seems natural.

13



Ea.h station transmits its packets over the single high speed satellite
channel in a completely unsynchronized (from one earth station to another)
manner. Each packet contains a destination address in its header, so that
each earth station can moritor the downlink satellite channel and select
those packets meant for that earth station. As long as the average data
traffic in the channel is low, the probability that two packets will overlap
and that data will be lost, is low. If an overlap does occur, however, the
statons which originated the overlapping packets will detect the overlap and
can repeat the packets until they are received without error.

A representative of this transmission method is shown in Figure 2.
This type of operation was first described in [23] where it was proven
that the maximum data rate of such a channel was about 18% of the maximum
rate attainable by a continuous data stream in the channel. Subsequently,
a number of modifications of this method were described which allowed
operation at from 36% to 90% of the data rate of a continuously transmitting
channel [3, 10, 1, 12].

The per:entages quoted above were all calculated with the model of a
channel operating under a peak power limitation. For a cofmunications
satellise, however, the fundamental limitation on channel capacity is an
average power limitdtion. Packet broadcasting systems offer significant
advantages fiom the point of view of efficient utilization of average
satellite powev since the satellite transponder need only be provided power
duriig the short bursts when it is transmitting a packet. Thus, a satellite
transponder operating in a packet broadcasting mode at a duty cycle of 10%
would only transmit 10% of its rated power. Alternatively, such a
transponder could be adjusted to provide 10 dB more power during its
packet transmissions, while keeping its average power output fixed. Recent
results [24] have shown that this mode of operation allows packet broad-
c.sting systems to )perate at close to the maximum possible channel data
rate for a given set.llite bandwidth and a given average power.

3. PACKET BROADCASTING SYSTEM CONSIDLRATIONS

The preceding section mentioned that various methods cf a packet
broadcasting provided system data rates ranging upward from 18% of the
continuous channel rate to close to 90% of the continuous channel rate.
Of course, the throughput of an information network is not the only criterion
used to design a network; questions involving cost, flexibility, delay,
reliability, and operating conditions must all be considered For military
networks, questions of vulnerability and susceptibility to jamming and
spoofing are also important. This section summarizes the major considerations
involved in determining the throughput of a packet broadcasting network
and discusses how these consideration!, affect the other factors mentioned.

An examination of some of the references already mentioned [10, 11, 121
will provide examples of different systems, each of which seems to have clear
advantages over all others the authors have consicered. In fact, each system
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does have a clear advantage if one is careful in selecting the kind of
traffic uscd to comoare the various systems. The primary reason for the
laL '. f a definitive selection in the search for a "best" system is
uncertainty in the dafinition of the traffic that the system must handle.
A complete analysis of this issue would be impractical in this report. but
a few examples will serve to explain the reason for so many contradictory
conclusions by so many authors.

The simple ALOHA packet broadcasting procedure described in Section
IV.2, provides a maximum throughput of 18%, undet the assumption that
there are a large number of earth stations, each transmitting packets
of the same length. If the packets are of different length, it car1 be
shown that the maximum channel throughput is less than 18%. If, however,
the channel is modified slightly, and uses what is called a slotted ALOHA
channel [3], the maximum value of the throughput becomes 36%. For a
slotted ALOHA channel, if a finitL number of stations are assumied, the
maximum throughput is greater than 36%, and if one station (or a small
number of stations) transt'its alff3st U-l of the packets, the maximum
throughput will approach 100% [3).

These results have suggested to some that the slotted ALOHA channel
has a large advantage oiler an unslotted channel in the maximum achievable
throughput. And indeed, such a slotted channel is being used on an ARPA
sponsored packet broadcasting experiment using the Atlantic Ocean INTELSAT
IV satellite [25]. But a slotted channel presumes that all packets to be
transmitted are of the same length. Measurements over the ARPANET and
otherincomplete measurements over the ALOHANET suggest that packet lengths
within a given network tend to vary greatly. Since the maximum possible
advantage of a slotted channel is a factor of two in throughput, the
variation of packet lengths by a factor of two or more can offset this
advantage. But this discussion tends to over-simplify a complicated
design choice. For, if the earth stations to be used in a packet broad-
casting network are large, as are the stations in the ARPA Atlantic Ocean
INTELSAT experiment, the multiplexing equipment at the earth station can
be used to format uniform length packets and to regularize the data flow
in other ways.

The regularization of data flow in a packet broadcasting network brings
up the question of reservation schemes in such systems. As shcin in [221,
a packet broadcasting network has its greatest advantage over FDMA, TDMA,
or polling methods when the peak to average data rate is high and when the
net is composed of a large number of earth stations. Even under these
conditions, however, network traffic may be a mix of interactive (data or
voice) packets and file packets. File packets have the characteristic of
arriving infrequently, but in large groups of 1' or more packets at once.
If filc packets are trdnsmitted in the same manner as interactive packets,
they may block the network (albeit at infrequent intervals), or they may
experience unacceptably large delays [281. A rather obvious way of
accommodatinq such traffic is to use a standard packet to make a reservation
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for the file -- in effect preempting the channel for some fixed period known
to all earth stations and transmitting the file during the preempted period.
Several systems of this sort have been proposed [10, 11, 12, 26, 27] and
again each of these schemes can be shown to function well under certain
ranges of channel traffic statistics. It does not appear than any one of
ti-ese reservation systems have any clear advantage over the others in terms
of throughput and delay -- the usual criteria by which the systems are
measured. For most practical networks, it probably does not make much
difference which reservation scheme is chosen as long as throughput and delay
are the only criteria used.

The choice of which method to use in the design of an information net-
work should probably be made in terms of the other considerations mentioned
at the beginning of this section. In spite of the confusing number of
criteria mentionOJ as necessary for consideration in network design, there
is one overridiny design princiole which can serve to clarify the situation:
in the design of any kind of broadcast system, the simplicity in hardware,
software, and operational characteristics of the broadcasting units should
be the primary concern.

The simple packet broadcasting technique described in Section IV.2,
observed this design principle. In situations where this technique can
function effectively, the introduction of reservation systems to increase
the theoretical throughput should 'je carefully justified. And the selection
of various modifications to a basic packet 'roadcast mode should be made
with considerable attention to the criterion of design simplicity, and the
other criteria mentioned at the beginning of this section.

It seems clear that certain modifications to a basic system will be
desirable for networks with a mix of interactive, message, file, and voice
packets. The short term fluctuations which could be introduced into an
unstructured packet broadcasting network by a long file would be unacceptable
except for system operating well below capacity. When packet broadcasting
networks are designed as additions to, or extensions of, existing networks,
especially circuit-switched networks, certain kinds of structure are
necessary to ensure smooth interfacing. But the overriding consideration
in the choice of structure to impose on the packet broadcasting network
should be simplicity and flexibility -- the consideration of maximum
throughput will rarely loom as important in practice as it does in the
literature of packet broadcasting theory.

A major factor in realizing the system simplicity inherent in mo-'
packet broadcasting systems is the modularity of the architecture for
such systems. The operation of a packet broadcasting network is set up to
accept a sequence of data bits, attach a header c(,ntaining destinatio:
address, originating aadress, and perhaps other control information, and
ship the packet out on a common data channel of some sort. This mode of
operation has been compared to the operation of a mail system -- where the
data bits correspond to a letter and the header corresponds to the envelope
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used to package the letter for transmission in the system. A mail system
can accept letters and even packages of vastly different sizes and formats,
route these items through the mail system in accordance with the address
on the item, and operate successfully with a minimum of coordination among
the users of the system. Different classes of mail can be established to
meet the requirements of different classes of users and resource sharing
among large number of users makes the system relatively insensitive to
fluctuations of individual users.

The modular architecture of a packet broadcasting network provides an
electronic analog to all these properties of a mail system. A packet
broadcasting network can accept packets of different sizes and different
formats. It is even possible to operate different subnetworks with incom-
patible modulation methods in the same band, and, if desirea, to join these
subnetworks in subsets of nodes which can recognize different modulation
methods as desired. It is possible to structure the network to transmit
files as discussed above, and even to include a certain amount of circuit-
switched capacity in conipatible operation with a packet broadcast archi-
tecture [131. Different priority classes of packets can be established in
a natural manner within the packet header and a satellite packet broadcasting
network is structured to allow flexible re-allocation of system capacity
in the face of individual traffic fluctuations.

The importance of this flexibility and system modularity is most
evident in the establishment and in the phased growth of a packet broadcasting
network and in the modification of exisCing networks. In contrast to some
architecture configurations, packet broadcasting networks can be established
with a relatively modest initial system. The operation of the network can
be tested with a small number of nodes, and, perhaps more importantly, the
system can be operated initially without the use of any reservation system
or other refinement. As the system load builds up, it is possible to 4mple-
ment increasingly complex reservation systems in order to increase the overall
network throughput. As such reservation systems are put into operation, they
can be phased in by gradual stages over small subsets of networks users
without disturbing the operation of the network for other users.

This kind of modularity and system development flexibility is in marked
contrast to conventional line-switched systems us4ng store-and-forward nodes
and routing lgorithms. In conventional networks, the introduction of a new
node into an existing network requires coordination among all existing nodes
in order to reconfigure the routing tables and coordinate new traffic
patterns. In a packet broadcast network, however, the establishment of a
new network node requires no network reconfiguration and no changes in routing
algorithms. The ID for the new node is simply activated 3nd the node is
absorbed into the network without network modifications.

4. RELIABILIIY, VULN[RABILITY, AND JAMMING

Section 111.5, discussed certain reliability questions relating to the
use of satellites and small earth stations. This section is concerned with
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reliability, vulnerability, and jamming aspects of packet broadcasting
architecture when used with these small earth stations.

The modularity of a packet broadcasting information network, as
described in the previous section, has a number of de-irabie consequences
when questions or reliability are brought up. The fact that nodes in
such a network are independent in terms of routing provides the most obvious
improve-Ment over conventional networks using store-and-forward switching
nodes. When one node is eliminated from the network, there is no need
t.o re-rout-e traffic and there is no decrease in the capacity of the network.
The simplicity of the architecture in such systems is another featuwe which
can lead to hick reliability. The front end equipment necessary to provide
multiplexing d. a packet broadcasting earth station is similar to that of
a TDMA system, without the requirement for coordination among the nodes in
the network required by conventional TDMA. Since the address of each
received pulse is examined and the pulse is discarded unless it has the
correct ID, the multiplexing eouipment can consist o. a moderate speed
minicomputer with a hardware ID verification unit of an i' put port.

The above reliability refers to the overall operational system and
hardware reliability of a packet broadcasting network. In addition to
this kind of reliability, the important consideration of data reliability -
or error control - should alsc be mentioned. Operating experience over
the past few years with existing sitellite communications channels indicat
that error probabilities as low as, or lower than, those of comparable
ground based microwave channels can be expected [30]. Because of the
modular character of packet broadcasting, however, it is possible to insert
variable levels of error control to account for variable operating con-
ditions. For example, in certain packet broadcasting experinents carried
out over ATS-I by the ALOHA system, auto ignition burst noise was found to
cause measureable deterioration of data reliability under some low trans-
ponder power conditions in the satellite. In order to combat this problem,
a variable level of erro- correcting coding has been designed to employ
additional coding redundancy and thus additional correction capabilities,
as needed. Since the coding and decoding is done locally at eac,. terminal,
the variable coding can be puc into operation at only those nodes where it
is necessary, while all other nodes continue to operate in a normal fashion.

Although the problem of error ccntrol in data networks has received
considerable attention in the literature, in practice another problem can
affect che usefulness of a network to as great, if not greater, degree.
This is the problem of connection reliability - as opposed to data re-
liability -- the problem of opening and maintaining a connection between
a sender and a receiver. It is hard to collect meaningful statistics on
this problem, but most users of interactive iniormation networks would agree
that connection reliability sometimes limits the value of the network to the
user. Connection reliability is enough of a problem on standard commercia,
circuit swicched voice channels that all phone rompanies have clearly defined
(and frequently used) procedures for r2establishing broker connections and
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adjusting charges on calls which experience broken connections. In a packet
broadcasting network, the problem of connection reliability, in this sense,
does not exist; since the broadcast channel eliminates the requirement for
switching to establish connections between input and output, there are no
fixed connections to he broken by switching malfunctions.

Finally, there are some simple observations which can be made con-
cerning the vulnerability of packet broadcasting networks to jamming. The
antijam protection of a conventional data link is ordinarily characterized
in terms of the power advantage required by the jammer to eliminate the
communications capability of the link. If we employ some form of band-
width spreading by frequency or time hopping, or by a pulse address systt,
an additional penalty can be imposed on the jammer in terms of the power
advantage he must have. Any of these conventional antijam teconiques may
be employed in a packet broadcasting system in the same manner as in
circuit-switched systems or in packet-switched systems. Most of these
techniques are requiredto be rather inflexible in that if the jammer can
achieve the ree,,ired power advantage, he can interfere with the efftrtive
functioning of the channel.

In addition to the techniques mentioned above, a packet broadcasting
system can achieve an enhanced level of antijam protection simply by its
burst nature. The basic design of a dacket broadcasting system assumes
the existence of jamming pulses from other users of the system. rhus,
if a jammer wishes to jam a packe. ')roadcasting channel continuously, he
must employ a power aJvantage of a least e=2.718, even if the channel
is used at capacity. Under more realistic assumptions of a packet
broadcasting channel op:rated with a throughput of 0.10, the continuous
jammer requires a power advantage of 10 dB. If the jammer operates in a
pulse mode, the janner will abscrb some fraction of the channel throughput --

depending on how many pulses he can transmit.

Lven more interesting is the possibility of using the burst nature
of a packet broadcasting ch-.nnel to combat jamming by decreasing its data
rate and in(.?easing its peak power while keeping its average power fixed.
As an extrem.e case, if earth sations transmitters with modest average
power output, but megawatt p-tk power output, could be used, a 10 MB/s
satellite transponder might be employed to transmit Jata at only 10 b/s
in a packet broadcasting burst mode. Such a 10 b/s char,,.l would have a
50 dS antijam advantage; furthermore, such a channel could be of special
value in a crisis situation since it woul', operate in a broadcast mode to
allow transmission to many earth stations simultaneously.
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V. CONCLUSION3

Eecause of the limited scope of this reporc, as delineated in the
Introduction, it is difficult to provide a proposed "solution" to future Do
cCo imiunications with any high degree of -ertainty. However, two conclusions
can be inferred with reasonable assurance, namely,

a. the role of satellites in DoD communications will likely increase
from present levels, and

b. to more efficiently use satellite resources, other operating modes,
such as the broadcast mode discussed in the paper, need to be investigated
as alternative to the presently common point-to-point mode.
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